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Executive Summary

New and increasingly capable artificial intelligence 
applications are a fact of life. They offer great prom-
ise of advances in human welfare but also have engen-
dered fears of misalignment with human values and 
objectives, leading at best to harm to individuals and 
at worst to catastrophic societal outcomes and even 
threats to human survival. Consequently, consider-
able attention has been given to whether AI applica-
tions should be subject to regulation and, if so, what 
form that regulation should take. In the EU and the 
US, the focus has been on using risk management 
processes to ensure safe development and deploy-
ment and establishing confidence in AI use.

Risk management processes and safety regimes 
draw on a long history of developing computer appli-
cations based on models of mathematical, scien-
tific, and engineering precision—and this is likely 
satisfactory for managing risks associated with 
“good, old-fashioned” symbolic AI. Nevertheless, a 
new generation of generative AIs (GAIs) that have 
been pretrained are not well suited to governance 

and management using risk management processes 
because their very basis is toward continuous adap-
tation and infinite variety rather than constraint and 
increased precision. They will also likely intersect 
with complex dynamic human systems, leading to 
great uncertainty. Managing uncertainty is different 
from managing risk, so a different sort of regulatory 
framework is needed for GAIs.

This report explores the distinctions between risk 
and uncertainty in AI. It illustrates why existing risk 
management arrangements are insufficient to pre-
vent truly unexpected harms from GAIs. It argues 
that what is required is a set of arrangements for man-
aging the consequences of harm arising, without chill-
ing the incentives for innovative development and 
competitive deployment of GAIs. Arguably, insurance 
arrangements for managing outcome uncertainties 
provide a more constructive way forward than do risk 
management regimes, which presume knowledge of 
outcomes that is just not available.
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The release of OpenAI’s ChatGPT large language 
model (LLM) on November 30, 2022, became a turn-
ing point in public awareness of artificial intelligence 
applications and their potential and actual impact.1 
Previously, AI had operated largely beneath the radar 
of average human consciousness. However, the rapid 
expansion in uptake and use of ChatGPT—arguably 
the fastest diffusion of any new information and com-
munications technology in human experience2—has 
brought both anticipation of gains and concerns about 
the potential harms of widespread AI deployment.

Some see AI as a means to achieving efficiency and 
productivity gains by automating mundane and repet-
itive tasks, freeing up humans for higher-level work.3 
They anticipate the technology will drive innovation 
and find solutions to long-standing problems in many 
industries, such as health care, transportation, and 
education.4 They also expect it to lead to an explo-
sion of creative written, audio, and video output while 
enabling highly personalized experiences and content 
tailored to end users’ needs and preferences.5

However, some fear job losses as AI applications 
displace human workers.6 They are also concerned 
about the extent to which AI outputs may sometimes 
be factually erroneous, exhibit biases, and lack coher-
ence. And while AI systems are good at recombining 
existing data, they may lack the ability to generate 

completely new ideas and concepts.7 Furthermore, 
there are fears that some may use AI systems unethi-
cally or maliciously8 and that the companies develop-
ing very large models may act strategically to deepen 
organizations’ reliance on their tools, compromis-
ing end user autonomy.9 At the extreme, some fear 
that advanced AI systems could become misaligned  
with human values and objectives, potentially lead-
ing to catastrophic outcomes and even threats to 
human survival.10

Consequently, considerable attention has been 
given to whether AI applications should be regulated 
and, if so, what form that regulation should take. The 
European Union was an early leader on this, begin-
ning with a draft act proposed in April 2021,11 drawing 
extensively on the EU’s long experience with regula-
tions based on the precautionary principle (PP), risk 
management, and product standardization. Indeed, 
some hoped that early adoption would lead to the EU 
laws quickly becoming a global standard.12

After modifications, the act was approved by the 
European Parliament in March 2024 and came into 
force on August 1, 2024. The act will be implemented 
gradually, with full enforcement expected by August 
2026.13 Similar risk-based regulation was proposed for 
Canada in November 2022,14 but it has not yet been 
passed into law.
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In the United States, at the federal level, explicit 
legislation has been eschewed in favor of volun-
tary compliance with industry-led risk management 
standards and guidelines, notably those developed 
by the National Institute of Standards and Technol-
ogy (NIST).15 Notwithstanding, the Executive Order 
on the Safe, Secure, and Trustworthy Development 
and Use of Artificial Intelligence, issued October 30, 
2023,16 requires government department use of AI to 
comply with guidance issued by the Office of Man-
agement and Budget (OMB),17 which is strongly influ-
enced by the NIST framework.

Individual states, however, have enacted or pro-
posed specific constraints. For example, Colorado’s 
SB24-205,18 signed into law on May 17, 2024, and effec-
tive starting February 1, 2026, requires specific disclo-
sures and NIST-style risk management practices by 
operators of applications deemed high-risk. Califor-
nia’s AI legislation, passed by the State Legislature 
but subsequently vetoed by the governor, consisted of 
several bills regulating various aspects of AI. SB-896 
required state agencies using generative AI (GAI) to 
disclose AI interactions and conduct NIST-style risk 
evaluations for GAI systems.19 Other bills dealt with 
training data disclosure (AB-2013),20 privacy and 
data protection (AB-3048 and SB-1076),21 algorith-
mic discrimination (AB-2930),22 and watermarking 
and provenance (AB-3211).23 One bill also contained 
a so-called kill switch provision (SB-1047), requiring 
a mechanism enabling the full shutdown of an AI sys-
tem in case it acts unexpectedly.24

A common theme linking all these legislative 
efforts is reliance on elements of risk management 
by AI application developers and operators to pro-
tect consumers and, ultimately, society from poten-
tial harmful effects. The presumption, rooted in the 
principles of negligence and product liability, is that 
developers owe a duty of care to ensure the safety of 
users of their products—particularly, to protect them 
from harm due to product defects.25

Developers are responsible for harms caused 
from any reasonably foreseeable conduct on their 
part and for foreseeable misuse of their products by 
others. They have a duty to warn consumers about 
any dangers inherent in using the product, including 

when it is misused, and to design the product in 
such a way as to prevent misuse and minimize harms 
from misuse.26 This necessitates a risk management 
approach, in which developers must identify and 
analyze all reasonably foreseeable potential harms 
(i.e., risks), prioritize and treat them (by either 
avoidance, transference, reduction, or acceptance), 
communicate the risks to those likely to be affected, 
and continuously monitor and review the risk man-
agement results.27

However, this presumes that the likely harms are, 
in fact, foreseeable and amenable to management by 
developers alone, using traditional risk management 
frameworks. One of the characteristics of AI applica-
tions, and in particular generative pretrained trans-
formers (GPTs—also called GAIs) such as LLMs, is 
that unpredictable outcomes are an inherent design 
feature. Whereas classical logic-based AI algorithms 
such as those used in processing big data were predi-
cated on creating even more precise or better results 
(e.g., more accurate forecasts and more correct object 
classifications), GAIs are instead measured by their 
ability to create outputs with near-infinite variety.28 
An object classifier should produce the same results 
every time it is given the same inputs, but an LLM will 
have “failed” if it produces identical outputs when 
presented the same prompt twice.

A specific issue for risk-based regulation of GAIs 
is that their propensity for infinite variety and  
novelty rather than precise explainability means 
that not even the developers or the AI systems 
themselves know or can articulate how the applica-
tions arrive at specific outputs. This suggests that 
a risk-based product-safety regulation framework 
may not satisfactorily protect consumers (i.e., end 
users and society) from harm. If developers can-
not anticipate ex ante a truly unexpected harmful 
output that a GAI subsequently creates, then a risk 
management strategy to address that outcome can-
not be prepared. No amount of risk management 
activity can protect end consumers from that spe-
cific, but nonetheless real, harm.

This draws to attention the distinction between 
risk and uncertainty. As Frank Knight articulated  
in 1921,
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Uncertainty must be taken in a sense radically dis-
tinct from the familiar notion of Risk, from which it 
has never been properly separated. . . . It will appear 
that a measurable uncertainty or “risk” proper . . . is 
so far different from an unmeasurable one that it is 
not in effect an uncertainty at all.29

If the concerns engendered by AI systems, and 
GAIs in particular, pertain to uncertainties rather 
than risks, meaning classical product-safety-based 
risk management regulation is not going to provide 
the sorts of assurances sought by consumers and pol-
icymakers, then what sorts of regulation should be 
pursued?

This report examines this question. The first sec-
tion begins with a discussion of risk and uncertainty. 
It examines the challenges of managing risky and 
uncertain environments and human responses and 
biases when faced with making decisions in the face 
of uncertainty. The second section discusses regula-
tory and managerial approaches to risk management 
and decision-making under uncertainty, notably the 
PP and enterprise risk management as codified under 
the international standard ISO 31000.

The third section evaluates the content of the EU 
regulations and the US NIST-based approach against 
classical risk management practices and the chal-
lenges posed by GAIs. This section finds that despite 
its espoused risk management focus, the EU act does 
not follow classical risk management principles, and 
the US approach is more consistent with ISO 31000 
practices. However, neither is well suited to address 
unexpected outcomes from GAIs. Both incur substan-
tial transaction costs but will be unable to address 
the consequences of truly unanticipated outcomes. 
Indeed, the presumption of strict liability on AI devel-
opers for harms caused when they have no realistic 
means of anticipating or managing them ex ante is 
neither reasonable nor just, and it will inevitably have 
a chilling effect on AI innovation.

The fourth section proposes a way forward using 
insurance-based means of sharing the costs of harm 
from truly unexpected AI outcomes between the 
developers and society. Such an approach is likely 
more supportive of innovation than the current 

arrangements and recognizes the shared responsibil-
ities and benefits arising from AI systems as “general 
purpose technologies.” The fifth section concludes.

Risk and Uncertainty

Knight’s distinction between risk and uncertainty 
is foundational. Knightian uncertainty pertains to 
“unknown unknowns”—the things that humans both 
do not know and even can’t possibly know. Knightian 
uncertainty is real and necessarily poses challenges 
for decision theory and regulatory practice.30 It arises 
because of limits to human cognition about the cur-
rent and future states of the world, especially those 
arising from the complex, dynamic interactions of 
multiple systems.

By contrast, Knightian risk reflects the situation in 
which the probability and magnitude of an outcome 
are known or can be estimated. This enables logical 
(i.e., rational) management of the relevant situation. 
Even if exact quantification is not possible, logical 
decision-making is feasible so long as it is possible 
to rank the magnitudes of and preferences for out-
comes. This conceptualization of risk has enabled 
the development of classical risk management prac-
tices, as it facilitates the systematic specification of 
the boundaries within which an outcome will lie, the 
identities of those who will benefit or be harmed (as a 
class, even if not individually), and the (comparative) 
trade-offs arising from different possible outcomes 
(including the costs and benefits of adopting differ-
ent risk management strategies).

Knightian risk thus pertains to situations in which 
there is a significant degree of certainty—if not of 
the exact outcomes, at least of the statistical param-
eters within which they will occur. That is, it pertains 
to bounded systems. Classical product-safety laws 
presume such a bounded system. There is a single, 
well-defined product with identifiable consumers; the 
processes under which it is designed and made (nota-
bly, the bounds for safe production) are known and 
within the control of the designer and manufacturer 
(including communication with consumers regarding 
safe use). Under strict liability, it can be presumed that 
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harm caused by product defects is the responsi-
bility of the designer and manufacturer, because 
of failure to design and produce the good within 
known safe boundaries.

These concepts derive from the scientific 
application of engineering principles to design 
and manufacture. The physical conditions are 
well-known, definable, and understood, with 
clear cause-and-effect relationships and, when 
ranges and tolerances can be confidently pre-
scribed, statistical accuracy.

Such concepts also attend the application of 
the PP to safety regulation. While the principle 
supports a “better safe than sorry” approach, 
lack of full scientific certainty of outcomes or 
understanding of all cause-and-effect relation-
ships should not be used as a reason to postpone 
deployment of an application with an associated 
threat of serious or irreversible damage (so long 
as the proponent rather than the public bears 
the burden of proof of safe boundaries, the full 
range of alternatives has been considered, and 
the process under which the application is made 
available is developed under an open, informed, and 
democratic process including all potentially affected 
parties).31 However, this presumes that the state 
of the world is simple and straightforward and that 
uncertainties can be resolved or refined by further 
scientific inquiry.

What Can Be Known (and What Cannot). In 
reality, the world into which AI applications are 
being deployed and the applications themselves are 
far from simple. Application contexts are complex 
adaptive systems, constantly changing and exhibiting 
emergent, unpredictable behaviors. The applications, 
too, given their ability to update themselves and learn 
from use, are complex adaptive systems. Combining 
them increases, rather than decreases, the number of 
dimensions of uncertainty. Managing such environ-
ments is extremely problematic.

The Cynefin Framework (Figure 1) maps the 
states of the world by what is known, unknown, and 
unknowable. The “clear” quadrant depicts a simple 
world of simple scientific or engineering precision. 

Everything relevant is known clearly by all con-
cerned. The systems are tightly constrained, with 
no degrees of freedom. The outcomes are few, and 
they are easily predictable and quantifiable, based 
on known and static cause-and-effect relationships. 
Decision-making takes place in the realm of rea-
son. Classic risk management sits easily within this 
quadrant.

In the “complicated” quadrant, the governing con-
straints are tightly coupled but still knowable and 
predictable in advance—at least by someone. The 
cause-and-effect relationships are still static and may 
require analysis and expertise to tease out, but the 
problem remains bounded. An example is using the 
Deep Blue computer to play a chess game. The pro-
gramming required is logical and explainable, though 
complicated. Classic risk management can be applied 
to this quadrant, but it is more difficult because 
the number of outcomes to consider is necessarily  
much larger.

In the “complex” quadrant, the cause-and-effect 
relationships are no longer static; the choice sets are 

Figure 1. The Cynefin Framework

Source: Figure adapted from Cynefin Company, “The Cynefin Frame-
work,” https://thecynefin.co/about-us/about-cynefin-framework.
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constantly changing as the systemic elements interact 
with each other, although the contexts may be loosely 
coupled. It may be possible to identify ex post how 
the cause-and-effect relationships of a single scenario 
played out, but it is impossible to predict ex ante what 
may occur. There are no “right answers” amenable 
to scientific inquiry because it is not known ex ante 
which of a near-infinite range of contextual charac-
teristics will apply at each stage of interaction. Risk 
management is impotent to address circumstances in 
this quadrant; the number of possible scenarios is too 
vast to contemplate, and the probability is low that 
any given scenario selected and analyzed is the one 
that actually emerges. At best, GAIs are operating in 
this quadrant, alongside and with complex, adaptive 
human societal and environmental systems.

In the “chaotic” quadrant, there are no discern-
ible constraints and no apparent identifiably reliable 
coupling of the relevant contexts. Cause and effect 
are unclear, even in an ex post analysis. It is too con-
fusing, and waiting to learn more about the situation 
will not be helpful, as the underlying relationships are 
inherently unknowable.

Clearly, different management strategies are 
required for each of these states of uncertainty and 
complexity. When it is feasible that the cause-and-
effect relationships can be known, even if they are 
complicated, then ex ante precautions are feasible. 
However, if the cause-and-effect relationships are 
unknown and unknowable ex ante (complex or cha-
otic), then any conditions imposed can address only 
factors already known or knowable; true uncertainty 
pertains to factors that are either unknowable or 
knowable only after the fact.

A risk-averse approach of not releasing an appli-
cation with unknown outcomes into a complex envi-
ronment certainly prevents unexpected harm arising 
from that application. But it does not prevent harms 
that would have arisen anyway, including those that 
it was known could have been averted by the appli-
cation. While the application developer cannot be 
held liable for harms arising anyway, there is no cor-
responding liability for regulators who knowingly pri-
oritized avoiding unknown harms over ameliorating 
known harms.

Human Responses to Uncertainty. Sometimes, 
decisions must be made despite inherent limitations 
in the context—for example, when only some rele-
vant information is available, a short time frame pre-
cludes gathering more, or limits in human cognition 
constrain accuracy and decision quality. The mere 
presence of uncertainty cannot be a justification for 
not acting. Humans have been making decisions and 
taking actions in the face of uncertainty since the 
beginning of the species. However, these actions have 
been limited by physical elements of human informa-
tion processing and decision-making. 

Over time, humans have developed a range of cog-
nitive decision-making heuristics to address these 
problems. However, these heuristics have led to sys-
temic biases, which can lead to suboptimal decisions. 
Psychologist Daniel Kahneman and economist Amos 
Tversky pioneered work showing that humans value 
expected losses more highly than expected gains 
of the same magnitude (i.e., prospect theory), even 
though mathematically, they should be indifferent.32

Kahneman subsequently theorized that humans 
have two separate approaches to decision-making: 
System 1, in which decisions are made quickly, auto-
matically, and intuitively using patterns and past 
experiences, and System 2, requiring slow, deliberate, 
and conscious (i.e., intentional) effort. The vast num-
ber of decisions humans must make and the compar-
atively high costs of exerting conscious effort mean 
that System 1 governs most daily behavior.33 How-
ever, relying on System 1 for high-stakes decisions can 
lead to suboptimal outcomes. Kahneman suggests  
System 2 should operate as a constraint on System 1 
in these instances, but the cognitive effort required 
means System 2 can sometimes be “lazy.”

Building on this work, economists and psychol-
ogists have now cataloged a wide range of decision- 
making biases. In particular, humans faced with uncer-
tainty are neurologically programmed to

• Overestimate the probabilities and costs of 
harm from low-probability, high-cost events;

• Overemphasize recent experiences and 
information;
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• Fear losses more than they value gains;

• Wish to avoid irreversible events (e.g., death);

• Substitute a problem for which they do know 
the answer for the one for which they don’t; and

• Act precipitously when waiting may have been 
the better thing to do.34

These effects can be seen in historical regula-
tory decision-making, even when well-reasoned  
System 2–type thinking should have been used for 
such decision-making. This can be exacerbated by the 
political imperative to appear to be doing something 
in the face of perceived or real threats.

Take, for example, the regulatory requirements in 
the United Kingdom and the United States following 
the introduction of the motor vehicle (known at the 
time as the “horseless carriage”). Motor vehicles were 
prevented from using public roads unless accom-
panied by a man holding a red flag walking ahead of 
them as they traveled. Knowledge of the known harms 
arising from the legacy technology (horse-drawn car-
riages) was used to regulate the frontier technology 
(motor vehicles). 

The major public-safety concern with horse-drawn 
vehicles was that when traveling fast, the driver could 
lose control of the propulsion power, causing the 
carriage to run amok among pedestrians and other 
road users. The man with the flag prevented the new 
technology from traveling fast, thereby averting the 
danger posed by the unregulated legacy technology. 
However, this also prevented the gains from faster 
travel. The regulation also failed to recognize that the 
motor vehicle driver had far more control over pro-
pulsion than did the horse-drawn carriage driver. An 
internal combustion engine did not possess a mind 
of its own, so it was in fact less likely to escape the  
driver’s control than was a horse.

This was eventually realized, but not before the 
behavior of other road users had been conditioned 
by the presence of the man with the flag. Lulled into 
a false sense of security by his presence (i.e., recent 
experience), other road users were unaware of the 

actual speeds motor vehicles could achieve, so many 
injuries were caused by people not getting out of 
motor vehicles’ way fast enough when the regulation 
requiring the man with the flag was retired.

Note also that decision-making under uncertainty 
encompasses both short-term and long-term concerns 
and uncertainties. The introduction of the motor vehi-
cle led in the short term to the rapid replacement of 
horse-drawn carriages, largely because motor vehi-
cles addressed a significant (and growing) environ-
mental health and safety problem—streets filling with 
horse manure as populations increased and cities 
grew. However, the long-term environmental effects 
of using petroleum products to fuel motor vehicles 
were not known at the time. With the benefit of time 
and the growth of scientific knowledge, more infor-
mation has become available that casts doubt on the 
long-term wisdom of encouraging motor vehicle use.

That said, a truly precautionary approach of not 
allowing a technology to be deployed because of 
potential unknown future effects would ensure that 
no advances are ever taken, ossifying the state of tech-
nological endowment at the status quo. Two feasible 
strategies have achieved widespread acceptance for 
enabling gains from technological progress: allowing 
implementation so long as the best available knowl-
edge at the time provides assurances that harms are 
manageable and protecting those taking the decisions 
at the time from the dangers of unwarranted ex post 
allegations of negligence. Using a regulatory process 
to hold someone accountable for outcomes ex post 
that could not reasonably have been foreseen ex ante 
simply hurts the person held to account and does not 
address the harms that have arisen.35

Risk Management and Safety Regulation

Knightian risk addresses the state in which both the 
probability and magnitude of an outcome can be 
known or estimated. The EU Artificial Intelligence 
Act defines risk as “the combination of the proba-
bility of an occurrence of harm and the severity of 
that harm.”36 The ISO 31000 risk management stan-
dard defines risk as “the effect of uncertainty on 
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objectives,”37 whether positive or negative. While the 
latter acknowledges some things are not or cannot be 
known (i.e., uncertainty), to manage risks efficiently, 
it must be possible to at least identify scenarios in 
which the effects arising from not knowing can be 
quantified. This allows the manager to rank risks and 
have some sense of where the costs of managing risks 
exceeds the level of harm avoided.

Andrew Stirling’s framework (Figure 2) has been 
used to incorporate the PP into risk management 
for, especially, environmental interventions in the 
EU. This was done by linking the sources of uncer-
tainty with their magnitude, especially identifying 
their probabilities, to determine whether the extent 
of uncertainty justifies legislative intervention. Didier 
Bourguignon identifies three levels of interpretation:

• First/Minimal Interpretation. Uncertainty 
does not justify inaction and warrants legisla-
tion despite the absence of complete scientific 
evidence concerning a particular hazard.

• Second/Median Interpretation. Uncertainty 
justifies action and warrants legislation even if 
the link between cause and effect has not been 
fully established.

• Third/Maximal Interpretation. Uncertainty 
necessitates legislation until the absence of haz-
ard has been proved.38

Bourguignon then illustrates how these can be 
linked to assessed Bayesian probabilities of outcomes 
in environmental examples.39

From a Precautionary Approach to Risk Gov-
ernance. Translating a precautionary approach into 
the practice of risk management and the applica-
tion of legislated support invokes a process of risk 
governance, whereby society takes and implements 
collective decisions on activities with uncertain con-
sequences. The International Risk Governance Coun-
cil’s risk governance framework (Figure 3) is one 
example, emphasizing that

Figure 2. Stirling’s Sources of Uncertainty

Source: Andrew Stirling, “Risk, Precaution and Science: Towards a More Constructive Policy Debate,” EMBO Reports 8, no. 4 (2007): 
309–15, https://www.embopress.org/doi/full/10.1038/sj.embor.7400953.
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Figure 3. The International Risk Governance Council’s Framework

Source: International Risk Governance Council, Introduction to the IRGC Risk Governance Framework, Revised Version, 2017, 10, 
https://infoscience.epfl.ch/entities/publication/ff0a38ac-9e4c-4b70-a854-b9176bcf230a.
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• The identification, assessment, management, 
evaluation, and communication of risks occurs 
in the context of plural values and distributed 
authority;

• All important actors need to be involved; and

• Good governance principles include transpar-
ency, effectiveness, efficiency, accountability, 
strategic focus, sustainability, equity and fair-
ness, and respect for the rule of law.

On the one hand, such frameworks suggest a 
need for wide stakeholder engagement in under-
standing the relevant context, making decisions 
about deployment of a new technology, and man-
aging the associated risks. But in practice, various 
product-safety laws based on the PP that have been 
enacted place most responsibility on the firm pro-
posing to implement the product or technology. 
Legislative frameworks may set boundaries within 
which application may occur (using the best avail-
able scientific advice at the time), and the devel-
oper bears responsibility for demonstrating that the 
product fits within these boundaries and, for subse-
quent refinement of legislative boundaries, that the 
body of scientific knowledge has advanced to the 
point that these can be redefined.

Such processes are feasible because, for the most 
part, the uncertainties concerned follow the long- 
observed scientific and engineering pattern in 
which new knowledge builds directly on what has 
already been discovered, serving to better define 
the bounds for legislative protection. For exam-
ple, more scientific investigation can enable the 
safe level of human exposure to a chemical to be 
more precisely defined. For a new drug, the range 
of conditions for which it may be prescribed can 
increase, but in each case, the target population can 
be tightly defined by having been diagnosed first 
with the relevant condition.

However, the defining feature, consistent with 
the PP, is that the primary responsibility lies with the 
developer for proving product safety within the lim-
its and refining the limits. This also tends to include 

the specification ex ante of the processes that will be 
followed to ensure compliance and risk management 
plans to specify what will occur should the limits be 
approached or breached.

From Risk Governance to Enterprise Risk  
Management. The apparently standardized process 
of refining scientific and engineering knowledge to 
reduce uncertainty, combined with the responsibil-
ity placed on developers to demonstrate safety and 
reliable risk management practices, has led to the 
development of enterprise-level risk management 
standards. The most widely promulgated are those of 
the International Standards Organization, ISO 31000.

The core principles of ISO 31000 include the 
following:

• Integrate risk management into all organiza-
tional processes and activities;

• Use a structured approach to risk management 
for consistent and comprehensive results;

• Customize risk management to an organiza-
tion’s specific needs and context;

• Involve all stakeholders’ knowledge, views, and 
perceptions in a timely and inclusive manner;

• Anticipate, detect, acknowledge, and respond to 
changes in the organization’s risk context;

• Use the best available information;

• Acknowledge that human factors significantly 
influence all aspects of risk management; and

• Continually improve risk management through 
learning and experience.

The ISO 31000 risk management process consists 
of the following six steps:

 1. Communication and Consultation. Engage 
with stakeholders continuously.
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 2. Scope, Context, and Criteria. Define the 
scope of risk management activities and under-
stand the internal and external context.

 3. Risk Assessment. Risk assessment consists of 
identification, analysis, and evaluation.
E Risk Identification. Find, recognize, and 

describe risks.

E Risk Analysis. Comprehend the nature and 
level of risk.

E Risk Evaluation. Compare analysis results 
with risk criteria to determine treatment.

 4. Risk Treatment. Select and implement 
options for addressing risks.

 5. Monitoring and Review. Continually check, 
supervise, and critically observe to identify 
changes or improvements needed.

 6. Recording and Reporting. Document and 
communicate risk management activities and 
outcomes.40

ISO 31000 addresses all aspects of risk gover-
nance; it is far broader than the narrow risk manage-
ment activities shown in Figure 3. In this regard, an 
entity complying with ISO 31000 has assumed sig-
nificant responsibility for societal risk governance. 
This would also be consistent with the assignment 
of responsibilities to developer firms under the PP 
and safety regulation.

ISO 31000 and Uncertainty. The obligation to con-
tinually monitor, review, and when necessary update 
the scope, context, and criteria of risk management 
processes allows the framework to accommodate new 
learning as it emerges. Nevertheless, the framework 
does not specifically acknowledge the implications of 
what is not or cannot be known about outcomes—for 
example, the environmental effects of burning fos-
sil fuels in internal combustion engines, in the regu-
latory situation mentioned above. The framework is 
constrained by the limits of human knowledge at any 

given point in time. It assumes that in the risk assess-
ment process, all relevant risks have been articulated. 
It also assumes the ability to quantify the outcomes 
and their probabilities and prioritize and design effec-
tive treatments.

ISO 31000’s inherent limitation is that it is capa-
ble of addressing only risks and relationships that are 
already known. It functions in the top left quadrant of 
Stirling’s Sources of Uncertainty (Figure 2) or the clear 
and complicated quadrants of the Cynefin Framework 
(Figure 1). If applied outside these contexts (ambigu-
ity, complexity, and ignorance in Stirling’s framework 
and complexity and chaos in Cynefin), then it will 
not provide the necessary assurances of safety and 
effective risk management practice for wider societal 
governance purposes. Indeed, to apply it in these cir-
cumstances, if it is known that these are the realms of 
operation, is irresponsible. The fundamentals of these 
contexts are such that no assurances of safety based 
on risk management practices can be offered.

Arguably, the application of risk management prac-
tices like ISO 31000 in these situations of genuine 
uncertainty could be a case of human decision-making 
bias: substituting a problem to which the answer is 
known for the complex, uncertain one that is really 
the subject to be addressed. However, if the extent of 
uncertainty is actually known (i.e., the decision maker 
knows they do not or cannot know relevant informa-
tion), then this should be disclosed. Former Federal 
Trade Commissioner Maureen Ohlhausen has called 
for such exercise of “regulatory humility”41 in regu-
latory decision-making contexts—that is, acknowl-
edging what isn’t known and how that bears on the 
decisions taken. This can and should be extended to 
risk management contexts.

For example, when deep uncertainty exists, a typ-
ical risk management strategy is to identify a series 
of plausible scenarios and substitute these for iden-
tified risks.42 If probabilities are not known, a typ-
ical strategy is to assume they are equally probable. 
As they are based on limited human experience, they 
are a less-than-complete sample of the true range 
of outcomes, so probabilities assigned to them will 
be overstated. Furthermore, the selection of scenar-
ios and probabilities assigned is almost certain to 
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be influenced by human biases in the face of uncer-
tainty. High-cost, low-probability scenarios are likely 
to be overemphasized in the selection. Expert assess-
ments can be relied on too much, as these experts are 
sometimes no better positioned to anticipate truly 
unknown outcomes than anyone else.43

A Brief History of Computer Engineering and 
Risk Management Evolution. The evolution of risk 
management into the ISO 31000 framework owes 
much to engineering and its role in linking scientific 
knowledge of the physical world with financial man-
agement practices underpinning the insurance sector.

The earliest applications of the PP and the inter-
action of safety factors and reliability can be traced 
to civil engineering in the 18th century.44 The grow-
ing body of scientific knowledge associated with the 
physical sciences enabled increasing precision in engi-
neering specifications and for manufactured goods. 
This supported a regulatory approach assuming an 
increase in scientific knowledge that served to reduce 
engineering uncertainty (i.e., enable more precise 
specifications within known boundaries). This was 
consistent with risk management regimes, in which 
new knowledge served predominantly to reduce risks 
or enable more precise specifications of the systems 
within which they operated. The even greater preci-
sion that could be applied to physical production pro-
cesses enabled the expansion of risk management 
principles to the wider environment in which a firm 
operated. This underpins the wide, holistic scope of 
the ISO 31000 risk management principles.45

A narrower subset of risk management evolution 
can be seen in computer technology engineering. 
Developing and deploying computer applications that 
were integrated into business and societal contexts 
led to an awareness of the emergence of new risks, 
notably those associated with system security and 
data processing. In the US, the National Bureau of 
Standards (NBS, which is now the NIST) began work 
in the 1970s on measuring and analyzing risks to com-
puter systems.

In response to a request from the OMB in 1978, 
the NBS developed a standardized risk manage-
ment framework based on the work of Robert J. 

Courtney Jr. at IBM, which became the basis for 
federal projects and systems. Automated risk man-
agement tools emerged in the late 1980s, enabled 
by the increased amount of data available and new 
algorithms for identifying and mitigating risks in 
complicated technological environments. This 
allowed risk management to expand into the more 
integrated and comprehensive enterprise-wide and 
project-life-cycle scope indicated in ISO 31000.46

For the most part, advances in computer engineer-
ing have followed a similar path to those in civil engi-
neering. As computers have become more capable and 
reliable, operational risks have reduced in importance 
and been superseded by a focus on wider system risks 
at the interface of the systems with wider society—
such as data provenance (e.g., privacy concerns), 
quality (e.g., bias), and security (e.g., protections from 
leaks)—and external threats from malfeasant actors 
(i.e., cybersecurity).

Automating the detection and mitigation of risks 
using masses of stored data has been possible insofar 
as the algorithms can be relied on to use information 
about past events to predict future outcomes and sys-
tematically apply known mitigations that will respond 
predictably when enacted. However, this presumes a 
stable environment with known (or at least know-
able) and predictable interactions based on known 
cause-and-effect relationships. Again, it is not obvious 
that these systems are suitable for navigating uncer-
tainties of the sort canvased in the complex and cha-
otic quadrants of Figure 1.

This Time, Computing Is Different. For the 
majority of humans’ engagement with digital com-
puters, the focus has been on developing hardware 
and software following logic-based rules amenable 
to mathematical tractability. A key feature of these 
rules is that they reliably provide the same results 
when given the same inputs. Indeed, the scien-
tific process itself requires recording experiments 
and new learning in such a manner as to allow oth-
ers to reliably reproduce the findings. A computer 
program’s accuracy and reliability is measured by 
whether it will provide the same outputs every time 
it is given the same inputs.
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The early era of AI application development was 
underpinned by algorithms grounded in rule-based 
decision-making amenable to mathematical (i.e., 
symbolic) representation—“good, old-fashioned AI” 
(GOFAI).47 The majority of big-data applications cre-
ating forecasts or allocating inputs to output classes 
came under this category.48 These systems outper-
formed human decision makers because their out-
puts were reliably reproducible, while the outputs 
of human decision makers are subject to variations, 
biases, and other frailties.49

GOFAI systems assumed “logic” was synonymous 
with “intelligence.” Often, these systems relied on the 
brute force of ever-increasing computing power to 
trial all possible combinations to find the optimal one. 
This would be equivalent to evaluating all possible 
combinations of risk scenarios in an ISO 31000 situ-
ation rather than having to rely on a tractable sample 
of four to five scenarios for human analysis. Impor-
tantly, GOFAI systems’ logic could be documented 
and explained (even if it was complicated).

However, the new generation of AI applications—
GPTs or GAIs—are not logic based. They are designed 
to resemble the “intuitive” decision-making of human 
beings (and, so far, beyond logical explanation, even 
by the best neuroscientists and psychologists). LLMs 
are but one example, based on probabilistic recombi-
nation along a vast number of dimensions of human 
language. Their responses may appear human and be 
attuned to addressing prompts and questions (within 
their inherent data limitations; they can only reflect 
the qualities of the data on which they were trained), 
but the paths taken to the outputs are intractable to 
their developers and even the AI systems themselves. 
As mentioned above, the hallmark of LLMs (unlike 
reproducible GOFAIs) is their near-infinite creativity, 
and an LLM producing the same output twice to the 
same input has failed to perform to expectations.50

Is Classical Risk Management Feasible in a 
GAI Context? The discussion so far has established 
that “risk management” is not suitable for govern-
ing decision-making in a state of uncertainty. For 
risk management to be effective, it assumes that 
all outcomes are known or at least definable ex 

ante, have reasonably assessable probabilities, and 
can be observed when they occur. This is neces-
sary for the liable parties to control (or at least reli-
ably observe and understand) the circumstances in 
which their technology or product is being deployed. 
The natures of the technology and outcomes need to 
be known, understood, and reliably predictable with 
scientific, engineering, and technological precision. 
The deployer must be able to define, observe, and 
influence (i.e., control) all use contexts and have the 
ability to anticipate and intervene when one of the 
identified risk scenarios emerges.

These conditions apply to the majority of “tradi-
tional” computer applications, operating within con-
trolled and limited circumstances. This would apply 
to most enterprise operations (e.g., a bank computer 
system and a government department information 
system), including those deploying big-data AI mod-
els. However, they do not pertain to GAIs, whose 
infinite variety and novelty render the selection and 
articulation of meaningful risk management scenar-
ios intractable.

All GAI systems are vulnerable to an outcome that 
was not and could not have been foreseen. As stated 
previously, even when an outcome has occurred, nei-
ther the developers nor the AI itself can explain how 
it happened. As there is no logic or reason to apply, 
ex post analysis of outcomes is not useful for refin-
ing and improving the risk management system. No 
amount of effort put into documenting and report-
ing use will prevent a truly unexpected outcome 
from occurring.

A further consideration arises in that the LLMs 
already in use are also general-purpose technologies. 
They are created with a view that other users will use 
and adapt them for a wide variety of purposes. Many 
rely on open-source software elements as inputs, and 
the code is placed in the open-source market for oth-
ers to use. This is different from the proprietary envi-
ronment in which most classical computer systems 
have been developed and operate, and it creates a 
special challenge for LLM (and other GAI) develop-
ers. Unless they control the entire value chain, both 
upstream and downstream, it will be impossible for 
them to either exert control over how the applications 
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are used or obtain the necessary information to con-
duct risk management activities.

Indeed, the open-source business model intro-
duces significant uncertainty into the GAI environ-
ment. On the one hand, the potential for innovative 
new welfare-enhancing applications is increased, as 
the number of other developers able to make applica-
tions and adaptations is greater. However, requiring 
the original developers to be responsible for applica-
tion risk management favors a “walled garden” busi-
ness model in which the original developer maintains 
close and continual contractual control over appli-
cation uses. The number of beneficial innovative 
uses will be substantially less, but the developers are 
shielded from the risk that unexpected outcomes will 
arise and that they will be held legally liable for harms 
occurring. Competition in enhancing and developing 
new GAIs will also be reduced.

Effectively, such contractual restrictions would 
result in a similar chilling of competition and inno-
vation as observed historically in the telecommu-
nications sector. Before the 1968 Carterfone case,51 
service quality obligations induced network oper-
ators to contractually prevent the attachment of 
devices not approved and supplied by them to the 
network, for fear of regulatory liability if the devices 
unexpectedly reduced network service quality. What 
AT&T deemed rational risk management practice 
was determined by the Federal Communications 
Commission to be inhibiting competition. In this 
case, the ability to use predictable scientific and 
engineering inquiry enabled demonstration of the 
fact that the actual risk to AT&T was small and man-
ageable via other means.

However, the nature of GAIs means that it is not 
possible for scientific inquiry to provide such assur-
ances for original GAI developers. Arguably, removing 
uncertainty about liability in these circumstances is 
necessary to foster innovation. A parallel is the effect 
on internet innovation of Section 230 of the Commu-
nications Decency Act of 1996, protecting “providers 
and users of an interactive computer service” from 
legal liability as publishers of content provided by 
another party.52 Explicit removal of the risk of liability 
for actions by those outside the control of application 

providers facilitated the development of an open, 
vibrant, and innovative internet ecosystem when the 
only alternative was a walled garden with limited, and 
only proprietary, innovation.

EU and US Approaches to AI Governance

Given the discussion of the preceding two sections, I 
will now evaluate the content of the EU and US regu-
latory governance regimes concerning AI.

All countries have laws governing competition, 
fair trading, consumer protection, content cen-
sorship, copyright protection, and similar subjects 
to protect consumers, even in the event of there 
being no specific AI regulations or policies. These 
apply equally to firms providing AI applications as 
to any other commercial or other offerings. And the 
firms developing AI applications have also engaged 
in extensive voluntary industry self-governance  
(i.e., self-regulation).

At an international level, large developer firms 
and other stakeholders have actively engaged in civil 
society groups to develop and share standards, best 
practices, and other learnings. Examples include 
the AI Alliance (comprising Dell, IBM, Meta, Ora-
cle, and many universities) and the AI Governance 
Alliance (including Amazon, ByteDance, Cisco, Goo-
gle, Meta, Microsoft, and OpenAI). Given the high 
degree of technical knowledge required to develop 
AI systems, these entities are arguably better placed 
than government regulatory bodies to develop effec-
tive codes and standards and monitor and enforce 
compliance with them. These industry bodies have 
proved highly influential over history in developing 
and testing governance rules in emerging industries. 
Competition among such collectives surfaces infor-
mation about which rules work best, thereby facili-
tating the subsequent incorporation of those proven 
successful into legislation (e.g., financial market 
regulation).53

Although people often express concerns about the 
use of industry self-regulation to protect incumbent 
members from competition provided by new entrants 
(membership of the “club” being a prerequisite for 
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industry participation), these risks are mitigated in 
new industries by the presence of multiple collectives 
among which new entrants can choose. Arguably, the 
risks to competition and innovation are greater when 
a single regulatory agency imposes a single, high-cost 
set of rules that incumbents have already met but that 
become a barrier to new entrants. And while some 
express concerns that industry self-governance may 
be used to exploit consumers for commercial success, 
the interests of end users must be mostly aligned with 
those of the developers; what is good for consumers 
is profitable for deployers. Again, allowing consumer 
choice among developers and governance regimes 
mitigates this risk.

The EU AI Act and EU AI Liability Directive. The 
EU AI Act was first proposed in 2022 and signed into 
law in February 2024. It draws heavily on a long EU 
history of product-safety regulation and the objective 
of creating a single, harmonized market across the 
European Union, in which products and services can 
be freely traded. It builds on the foundation created 
by the General Data Protection Regulation (GDPR)54 
and the EU Digital Markets Act (DMA),55 which focus 
strongly on the control and use of data. A key pre-
sumption of the DMA is that data are a key source of 
market power for large technology firms; the GDPR 
aims to empower consumers’ control over how and 
when their data can be used.56

Content. The EU AI Act defines and binds develop-
ers, deployers, importers, distributors, and operators 
of AI applications available for use in the European 
Union, regardless of where the application is devel-
oped or hosted. This is intended to ensure protec-
tion from harm for all application users within the 
EU. The starting assumption is that while “most AI 
systems pose limited to no risk and can contribute to 
solving many societal challenges, certain AI systems 
create risks that we must address to avoid undesir-
able outcomes.”57

Risk is defined as “the combination of the prob-
ability of an occurrence of harm and the severity of 
that harm.”58 “AI system” means

a machine-based system designed to operate with 
varying levels of autonomy and that may exhibit 
adaptiveness after deployment and that, for explicit 
or implicit objectives, infers, from the input it 
receives, how to generate outputs such as predic-
tions, content, recommendations, or decisions that 
can influence physical or virtual environments.59

The EU claims its regulatory framework is risk 
based. It identifies four levels of risk (Figure 4). Sys-
tems deemed to pose unacceptable risk are banned. 
Banned systems include subliminal techniques to 
impair decision-making, exploiting vulnerabilities to 
cause users to harm others, social scoring, predict-
ing criminal behavior, facial recognition from internet 
scraping, inferring emotions in the workplace or an 
educational setting, and real-time biometric identi-
fication in public places.60 Systems posing high risk 
are subject to strict obligations and must be approved 
by the EU Commission’s AI Office (for general- 
purpose AI applications—namely, GAIs) or national 
regulatory bodies (for other applications) before 
being made available in the EU.

Limited risk refers to risks associated with a lack 
of transparency in AI usage. Providers of all AI appli-
cations are required to ensure that AI-generated con-
tent is identifiable. The transparency requirement is 
intended to allow users to make an informed deci-
sion about using the application or content.61 Unre-
stricted use of minimal-risk applications is permitted 
so long as they meet the transparency obligation. 
It is likely the majority of AI applications will be in  
this category.

The definition of high-risk AI systems is complex 
and determined predominantly by the use case. These 
include the following:

• Critical infrastructures (e.g., transport), which 
could put citizens’ lives and health at risk;

• Educational or vocational training, which may 
determine access to education and the profes-
sional course of someone’s life (e.g., scoring of 
exams);
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• Safety components of prod-
ucts (e.g., AI applications in 
robot-assisted surgery);

• Employment, manage-
ment of workers, and 
access to self-employment 
(e.g., resume-sorting soft-
ware for recruitment 
procedures);

• Essential private and public 
services (e.g., credit scor-
ing that could deny citizens 
the opportunity to obtain  
a loan);

• Law enforcement, which 
may interfere with people’s 
fundamental rights (e.g., 
the evaluation of the reli-
ability of evidence);

• Migration, asylum, and border control manage-
ment (e.g., the automated examination of visa 
applications); and

• Administration of justice and democratic  
processes (e.g., AI solutions to search for  
court rulings).62

Providers considering offering an AI system 
referred to in the act’s Annex III that does not pose 
high risk (e.g., it performs only a narrow procedural 
task or does not replace human decision-making) 
must document the assessment of the system and 
register themselves and the system in the EU data-
base before making it available. All other high-risk 
systems are subject to strict obligations before being 
put on the market. The requirements for high-risk 
systems include the following:

• The provider must have a comprehensive, con-
tinuous, and iterative risk management system 
that

E Identifies and analyzes known and reason-
ably foreseeable risks to health, safety, and 
fundamental rights;

E Estimates and evaluates the risks under the 
intended purpose and any reasonably fore-
seeable misuse; and

E Includes measures for post-market evalua-
tion and management.

• The system should eliminate or reduce relevant 
risks as much as technically feasible, and when 
appropriate, the provider should implement 
adequate mitigation and control measures when 
they cannot be eliminated.

• The provider must document

Figure 4. The EU Risk-Based Approach

Source: European Commission, “AI Act,” August 8, 2024, https://digital-strategy.ec.europa.
eu/en/policies/regulatory-framework-ai.
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E Technical knowledge, experience, educa-
tion, and training and the presumable con-
text in which the system is intended to be 
used; and

E Data governance, including quality crite-
ria (e.g., design choice, collection, prepa-
ration, formulation of assumptions, 
availability, biases, and shortcomings) and 
representativeness.

• The provider must detail technical specifica-
tions, including

E Hardware and software specifications;

E Documentation of the design process, devel-
opment, oversight and testing, and monitor-
ing and performance-metric records; and

E Recordkeeping (e.g., event logs, data, and 
natural persons involved).

• The provider must be transparent about con-
tact persons, characteristics (including purpose, 
metrics, data specifications, and instructions 
on interpretation of outputs), and oversight 
measures.

• The system must document human-oversight 
specifications.

• The system must include accuracy, robustness, 
and cybersecurity provisions.

Providers must also document and operate a qual-
ity management system, keep documentation for at 
least 10 years, immediately investigate problems and 
disable or withdraw the system as appropriate, and 
cooperate with EU authorities. All systems must have 
named representatives or authorities appointed for 
ensuring EU conformity; these individuals will be 
held liable in the event of breaches. The EU Liability 
Directive specifies strict liability for failure to comply 
with regulations in the event of harm.

Ex ante certification of compliance from one of the 
member state authorities must be obtained before the 
AI system can be made available for use. All member 
states are required to have processes for overseeing 
and issuing this certification. They must also operate 
regulatory sandboxes for testing; priority access to 
sandboxes will be given to new entrants to facilitate 
competitive entry.

Separate provisions apply for AI systems deemed 
to be GAI models with systemic risk.63 These models 
are defined by compute power used during training 
(greater than 1025 floating-point operations) or an EU 
Commission assessment. These provisions include 
additional model evaluation and testing obligations, 
documentation and reporting requirements, and 
requirements to abide by yet-to-be-determined codes 
of practice.64 

The act excludes open-source AI models from 
some obligations, provided that the applications are 
not monetized. Open-source general-purpose mod-
els are not required to provide technical documenta-
tion to the AI Office unless they pose a systemic risk. 
This exemption recognizes the collaborative nature 
of open-source development and is aimed at avoid-
ing stifling innovation in this sector.65 Systems devel-
oped for scientific research and development are also 
exempt from many requirements.

Analysis. While the EU claims the AI Act is risk based, 
the risk classification is not based on ISO 31000 prin-
ciples. Under the EU Act, most AI applications won’t 
be subject to any regulatory obligations other than 
disclosure. Not even basic risk management practices 
are required of those who develop and deploy them.

Identifying unacceptable and high-risk applica-
tions is somewhat arbitrary, based on specific use 
cases, sectors, and application types. There is no 
systematic means of identifying risk based on either 
the magnitude of harm or probability of occurrence, 
as is expected in traditional risk management. Using 
compute power as a proxy for defining general- 
purpose and high-systemic-risk applications is also 
grossly imperfect. There is no reason to believe that 
systems trained with 1024 flops are any safer than 
those trained with 1025. Some large applications may 
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pose no real prospect of harm but will be caught 
up in costly compliance obligations. There is a real 
cost to end users, in that these applications will take 
longer to get to market (i.e., the opportunity cost of 
lost benefits), and the higher costs will translate into 
higher prices for use.

The requirements for high-risk system documen-
tation resemble those for ISO 31000, but it is not clear 
that these will help in either identifying or prevent-
ing harm arising from truly unexpected events. The 
adequacy of both the documentation and assessment 
of systems as high-risk by the certifying authorities 
relies on their (human) assessment and selection of 
the scenarios for all of risk identification, assessment, 
treatment, and monitoring.

The selection of scenarios for risk management 
will be subject to the usual human biases, with over-
emphasis on managing the risks of high-cost, low- 
probability outcomes at the expense of lower-cost, 
higher-probability outcomes. This applies to both 
application developers and regulators. If a harm-
ful outcome has not been evidenced in the past or 
has not been contemplated by these human actors 
in their anticipation of the future, then it will not be 
included. Thus, outcomes with aggregate material 
harm may not even form part of the active risk man-
agement processes.

These scenarios can be included in the risk man-
agement processes only after the harm has been 
incurred. This highlights that, no matter how much it 
might be promulgated that the provisions will “keep 
end users safe,” real harms will occur because these 
scenarios have not been part of the initial and cer-
tified processes. The use of regulations to engender 
trust will also be compromised: Once information 
about these harms is communicated widely, confi-
dence in both AI and the regulations will fall.

To some extent, automated risk management sys-
tems canvas a wide range of possible outcomes, includ-
ing the ones that occur. But if the future occurrence is 
in no way dependent on any past observations, then 
even these systems will not be able to assign an appro-
priate probability to the event. The regulatory pro-
cesses cannot be relied on to protect end users from 
these harms eventuating.

Red teaming (i.e., hiring individuals unconnected 
with a system’s development to test it in situations 
inside and outside its design parameters) and testing 
systems in sandboxes have been proposed as means 
of identifying harmful outcomes that developers may 
have overlooked. However, these too are constrained 
by limits to human experience. Red teams tend to 
be biased in their efforts toward testing for more 
recently experienced harms (e.g., a current focus on 
testing cybersecurity stresses appears to dominate 
red teaming). The requirement for national regula-
tory bodies to prioritize limited sandbox spaces to 
new entrants, rather than focusing on principled risk 
assessment, means resources are likely to be spent 
on applications with eventually small or insignif-
icant reach. Meanwhile, high-impact applications 
with real benefits from existing providers could be 
delayed because regulators operating the sandboxes 
are not able to sufficiently demonstrate that certifi-
cation is warranted.

The exemption for open-source models is of par-
ticular interest. There is a long history of new, inno-
vative, and highly successful applications coming 
from this community. In part, this may be because 
individuals in this community are not necessarily 
constrained by past uses in considering new appli-
cations. The unique qualities of GAIs (which count 
as EU general-purpose systems) mean they can be 
used in a wide range of ways that have not yet been 
contemplated.

Complex AI systems, the outputs of which are 
unpredictable, are incorporated with complex 
human systems that are themselves not well under-
stood. Given these dynamics, the exemption for 
open-source systems means that the probability of 
an unexpected event occurring is much higher in this 
exempted space than in the regulated space. On the 
one hand, exemption from regulation mitigates the 
risk of these applications’ developers being strictly 
liable for the harms caused, as is the case for their 
regulated counterparts (which will encourage more 
innovation, as the exemption intends). On the other 
hand, without a requirement to undertake at least 
some rudimentary risk management activities, it 
may prove difficult to determine whether the harms 
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arose from developer negligence or a truly random 
event. Moreover, assigning responsibility for com-
pensation may be problematic.

By way of illustration, consider Facebook. It was 
developed using open-source tools in a college dorm, 
and its initial use was not commercial. Its algorithms, 
prioritizing the distribution of content, were devel-
oped and tested in this context. Real harms associated 
with the use of the tool for bullying and sharing fake 
news undoubtedly took place during this stage. Yet 
the developers did not focus on them because they 
were not yet seen as meaningful risks to be managed 
in the context of a college dorm. (They might have 
been if the developer had been the university itself, 
but only if these were university governance priorities 
at the time.)

If Facebook were commercialized today, then 
these risks would be addressed because of subsequent 
learning. Some new applications developed in sim-
ilar circumstances today will almost certainly exac-
erbate negative effects of human behavior that will 
not necessarily be identified at the present because 
of lack of awareness or understanding among those 
responsible.

Sometimes these effects become evident only as 
emergent behavior and new and different user com-
munities engage with the application. It is difficult 
in these circumstances to determine exactly who is 
responsible for the harms that arise. Arguably, the fact 
that the EU AI Act explicitly exempts open-source 
developers could be seen as an implicit acceptance 
of some degree of regulatory responsibility for these 
truly unexpected outcomes.

US Federal-Level AI Governance Initiatives.  
To date, no explicit legislation governing AI has 
been implemented at the federal level in the US. 
The White House issued its Executive Order on the 
Safe, Secure, and Trustworthy Development and 
Use of Artificial Intelligence in October 2023.66 This 
led to the OMB issuing instructions for government 
departments and agencies on March 28, 2024.67 The 
NIST, as part of the Department of Commerce, pre-
pared the initial AI risk management standards in its 
January 2023 Risk Management Framework.68

This was followed on July 26, 2024, with a set 
of risk management standards for GAIs,69 partly 
in fulfillment of an obligation under the execu-
tive order. The National Telecommunications and 
Information Administration (NTIA), also part of 
the Department of Commerce, produced a set of 
accountability policy guidelines in March 2024, 
which address disclosure and auditing of AI appli-
cations to assure that extensive risk management 
processes are implemented and maintained to 
acceptable standards.70

The NIST and NTIA frameworks, though not 
mandatory, have become a de facto standard for US 
AI development and deployment. They have been 
formulated following a detailed and open consulta-
tion process among industry stakeholders.71 Exten-
sive stakeholder participation in these processes 
has helped ensure the frameworks developed have 
wide support across both developer and end user 
communities. They largely reflect the risk manage-
ment processes adopted by large developers as part 
of their own internal governance responsibilities 
(e.g., Microsoft).72 Voluntary compliance is wide-
spread. The codes of practice developed by indus-
try self-governance entities such as the AI Alliance 
and the AI Governance Alliance build on this base. 
Undoubtedly, the European standardization organi-
zations will be informed by NIST standards when for-
mulating and harmonizing their standards.73

Content. The NIST Risk Management Framework 
closely follows the ISO 31000 risk management 
standards, and indeed it derives its definition of risk 
management from that source. The framework is 
“voluntary, rights-preserving, non-sector-specific,  
and use-case-agnostic” to enable flexibility. (Empha-
sis in original.) It is intended to be practical and 
“adapt to the AI landscape as AI technologies con-
tinue to develop, and to be operationalized by orga-
nizations in varying degrees and capacities so society 
can benefit from AI while being protected from its 
potential harms.”74

The framework recognizes that the risks posed by 
AI systems may differ from those encountered in tra-
ditional software and information-based systems. It 
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acknowledges that they are “trained on data that can 
change over time, sometimes significantly and unex-
pectedly, affecting system functionality and trust-
worthiness in ways that are hard to explain.” The AI 
systems’ complexity and the contexts in which they 
are deployed are known to make it “difficult to detect 
and respond to failures when they occur.”75

The framework acknowledges that the inherent 
socio-technical nature of AI systems is influenced by 
social dynamics and human behavior. It clearly artic-
ulates that

AI risks—and benefits—can emerge from the inter-
play of technical aspects combined with societal fac-
tors related to how a system is used, its interactions 
with other AI systems, who operates it, and the social 
context in which it is deployed.76

In other words, it expects unexpected emergent 
behavior.

Yet despite these risks making AI technology chal-
lenging to deploy and use, what is proposed is still 
a classical risk management system, albeit one that 
endeavors to emphasize human centricity, social 
responsibility, sustainability, and an awareness of 
the need to “think more critically about context 

and potential or unexpected negative and positive 
impacts.”77

The framework recognizes the necessity of a wide 
view for assessing the potential harms arising from 
AIs. It recognizes the difficulty of measuring risks, 
the availability of reliable metrics, the need to track 
emergent risks at different stages of the AI life cycle, 
and the challenges posed by third-party software, 
hardware, and data (Figure 5). However, it does not 
distinguish between the management of risk and 
decision-making in the face of uncertainty. Rather, it 
focuses on the characteristics of AI systems that make 
them trustworthy (Figure 6).

It recognizes that trustworthiness is a social con-
cept and will necessitate trade-offs across a wide 
spectrum of factors. A system will be only as trust-
worthy as its weakest characteristics. The definitions 
of the characteristics “safe” and “secure and resil-
ient” come from ISO standards; “explainability and 
interpretability” recognize the distinction between 
describing the AI system’s mechanisms and under-
standing the meaning of the system’s outputs in its 
intended purpose; and “fair—with harmful bias man-
aged” is broader than simple demographic balance, 
with a view to systemic, computational, statistical, 
and human-cognitive biases.

Figure 5. The NIST Risk Management Framework: A Broad Scope 

Source: US Department of Commerce, National Institute of Standards and Technology, Artificial Intelligence Risk Management Frame-
work (AI RMF 1.0), January 2023, Figures 1 and 2, https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf.

AI System Harms AI System Dimension and Life Cycle 
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The NIST framework is operational-
ized around four core components, mapping 
directly onto ISO 31000 activities: govern, 
map, measure, and manage (Figure 7). These 
are cataloged into 19 activity categories and  
72 subcategories.

A fundamental component of the NIST 
framework lies in accountability and transpar-
ency. This includes matters such as the prove-
nance of training data and the easy availability 
of all relevant documentation for audit and 
assurance purposes. The March 2024 NTIA 
Artificial Intelligence Accountability Policy Report 
provides a comprehensive set of processes for 
auditing AI systems and evaluating the activi-
ties of the developer and operator firms (Fig-
ure 8). These, too, rely on the development 
of standards and benchmarks for both inter-
nal and external evaluation, including AI risk 
hierarchies; acceptable risks and trade-offs; 
performance of AI models, including for fair-
ness, accuracy, robustness, reproducibility, 
and explainability; data quality, provenance, 
and governance; internal governance controls; 
stakeholder participation; security; internal 
documentation and external transparency; and test-
ing, monitoring, and risk management.

The OMB’s specific requirements for government 
departments and agencies78 specify transparency and 
accountability obligations in alignment with the NIST 
framework. Similarly to the EU AI Act, these require 

each entity or department to have nominated individ-
uals to be held accountable for AI system development 
and operation and ensure appropriate accountability 
processes are followed.

NIST, NTIA, and OMB acknowledge that standards 
for model performance may not yet be available and 

Figure 6. NIST AI Risks and Trustworthiness

Source: US Department of Commerce, National Institute of Standards and Technology, Artificial Intelligence Risk Management Frame-
work (AI RMF 1.0), January 2023, Figure 4, https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf.

Figure 7. The NIST AI Risk Management Framework 
Core Activities

Source: US Department of Commerce, National Institute of Standards and 
Technology, Artificial Intelligence Risk Management Framework (AI RMF 
1.0), January 2023, Figure 5, https://nvlpubs.nist.gov/nistpubs/ai/NIST.
AI.100-1.pdf.
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will continue to be developed as new systems emerge. 
Academic research into these is critical, and the OMB 
recognizes the key role that government funding can 
have in facilitating such research. The Stanford Insti-
tute for Human-Centered Artificial Intelligence has 
been foundational in developing an array of tests and 
benchmarks, reported annually since 2017, to assist in 
this measurement process.79 These tests have become 
de facto reporting standards for many existing AI sys-
tems. The ability for such development to continue 
relies on AI firms allowing academic researchers 
access to their systems to develop and conduct tests; 
AI firms’ willingness to do so stands as an added sig-
nal of their transparency and trustworthiness, com-
pared with those taking a more proprietary approach.

NIST specifically addressed the particular chal-
lenges of GAIs in the US context, as part of the 
requirements of the executive order, in the July 2024 
Generative Artificial Intelligence Profile. The docu-
ment defines risks that are novel or exacerbated by 
the use of GAIs. The Executive Order 14110 definition 
of generative AI is used: “The class of AI models that 
emulate the structure and characteristics of input 
data in order to generate derived synthetic content. 
This can include images, videos, audio, text, and other 
digital content.” While not all GAI is derived from 
foundation models, GAI generally refers to generative 
foundation models. The foundation model subcate-
gory of “dual-use foundation models” is defined by 
Executive Order 14110 as “an AI model that is trained 

Figure 8. NTIA Accountability Framework

Source: US Department of Commerce, National Telecommunications and Information Administration, Artificial Intelligence Accountabil-
ity Policy Report, March 2024, 38, https://www.ntia.doc.gov/sites/default/files/publications/ntia-ai-report-final.pdf.
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on broad data; generally uses self-supervision; con-
tains at least tens of billions of parameters; [and] is 
applicable across a wide range of contexts.”80

The NIST GAI framework recognizes that

some GAI risks are unknown, and are therefore dif-
ficult to properly scope or evaluate given the uncer-
tainty about potential GAI scale, complexity, and 
capabilities. Other risks may be known but difficult 
to estimate given the wide range of GAI stakehold-
ers, uses, inputs, and outputs. Challenges with risk 
estimation are aggravated by a lack of visibility into 
GAI training data, and the generally immature state 
of the science of AI measurement and safety today.81

This document focuses on

risks for which there is an existing empirical evi-
dence base at the time this profile was written; for 
example, speculative risks that may potentially arise 
in more advanced, future GAI systems are not con-
sidered. Future updates may incorporate additional 
risks or provide further details on the risks identi-
fied below.82

It therefore knowingly limits the framework to the 
bounds of current knowledge, abstracting away from 
the consideration of true Knightian uncertainty.

Nonetheless, the GAI framework identifies  
214 specific action areas for managing GAI risks. (An 
earlier draft, in April 2024, identified 467.)83 This 
compares to 74 for standard AIs. Specific character-
istics include confabulation; dangerous, violent, or 
hateful content; harmful bias and homogenization; 
ease of intellectual property infringement; obscene, 
degrading, or abusive content; and nontransparent or 
untraceable upstream third-party components in the 
value chain.

Analysis. The US approach, unlike that in the EU, is 
truly risk management based. While compliance is 
voluntary, all AI developers and users are encouraged 
to develop awareness of the risks and their manage-
ment processes, regardless of the size or character-
istics of the application concerned. Providers that 

voluntarily comply and are open and transparent in 
their development, operation, and accountability 
processes will offer greater assurances of their sys-
tems’ trustworthiness.

This approach encourages users to familiarize 
themselves with the assurance tools, so that they can 
make knowledgeable choices regarding the AI sys-
tems they use. However, this requires significant con-
sumer education to be effective. The NTIA has also 
identified the pressing shortage of people with the 
requisite skills even for application development, risk 
management, and regulation and called for govern-
ment scholarships, subsidies, and extensive in-house 
education and training to plug the gap.84 Just where 
consumer education sits within this call on resources 
is unclear.

While there are no explicit regulations, the lead-
ership exhibited by NIST, NTIA, and OMB should be 
commended. The wide stakeholder engagement fol-
lows best practices and has ensured that the resulting 
frameworks build on existing industry and civil soci-
ety initiatives and have widespread support. How-
ever, the lack of a single set of standards has proved 
challenging for some developers, who report being 
required to meet multiple sets of subtly different obli-
gations with attendant additional costs. The compe-
tition among different sets of standards, though, is 
arguably better given the technologies’ early stage of 
development and deployment, during which there is 
still much to learn about the applications and their 
possible uses.85

Clearly, US politicians have been under consid-
erable pressure to implement legislative provisions. 
So far, this pressure has been averted, albeit with 
some intervention from the White House. However, 
this has favored a less intrusive and more collabora-
tive industry-led approach. This has the advantage of 
being more flexible and capable of amendment and, if 
necessary, pivoting, should new information come to 
hand. The permissive approach is more likely to sup-
port an innovative environment in which new uses 
can be put through trials and deployed rapidly.

While some have expressed concerns that this 
gives too much power to developers—and to Big 
Tech in particular—it must be recognized that the 
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resources required for GAI development are signif-
icant. These firms have invested billions of dollars 
in their applications and have much at risk in future 
earnings and reputation if they are found to be oper-
ating unethically. Creating a culture of transparency 
by design, as has occurred with the NIST and NTIA 
processes, has allowed specific companies to use their 
willingness to be open to scrutiny from independent 
evaluators as an additional signal of trustworthiness 
and governance quality.

On the other hand, there are concerns about the 
apparent assurances these measures provide about 
the safety and trustworthiness of the applications, 
rather than the companies that develop and deploy 
them. The executive order claims in its title to assure 
“Safe, Secure, and Trustworthy Development and 
Use of Artificial Intelligence.” The risk management 
framework alone cannot deliver on this objective, 
especially regarding GAIs. While the governance of 
these applications seems to take a wide view of risk 
types, the NIST document expressly states that the 
risks addressed are only those of which there is cur-
rently knowledge and awareness. These systems can-
not manage the risks of unknown, unexpected, and 
unanticipated outcomes that will arise from their use, 
especially because they are going to be used in the 
complex and uncertain areas of human interaction 
and are inherently unknowable and unexplainable in 
their operations.

The extensive risk management activities under-
taken will relate to and manage known risks only. 
They may succeed in averting some harms, but at high 
cost, as all activities must be observed and managed 
to avoid harms arising from a small subset of them. 
Additionally, all these monitored activities must be 
reviewed and audited to ensure the firms are compli-
ant with the standards. And this will have no effect 
on reducing the probability of the harm arising from a 
truly unexpected event.

The EU system is less costly, as only a handful of 
pre-certified systems will be required to undertake 
the detailed risk management processes incurred by 
all firms abiding by the US guidelines. More harms 
can be expected from the insufficient management of 
known risks by the majority of firms in the EU not 

subject to the risk management provisions; these 
harms will be less likely to arise in the US, but over-
all total administration costs of the processes will be 
higher. There will be a lot more information available 
from the US operations, allowing better refinement 
of what is known about the risks (of which humans 
are already aware and about which automated sys-
tems are already keeping data) and their subsequent 
management. The EU firms and regulators may gain 
some spillover benefits from this new knowledge. But 
neither system can claim that its governance arrange-
ments will keep end users safe.

The one certainty that exists is that we can expect 
unanticipated harms.

This suggests that, in line with Ohlhausen’s pre-
scription, a degree of humility is warranted for regu-
lators and AI developers. It is dishonest of legislators 
and regulators to hold that AI regulations or even vol-
untary codes of practice will keep citizens safe, any 
more than road rules keep road users and pedestri-
ans safe. Unexpected outcomes will occur in both 
contexts. The social biases monitored for in AI appli-
cations are those currently of interest. In the future, 
new biases will become important, but we do not 
know in advance what these will be, so AI systems 
programmed not to bias against people on demo-
graphic bases won’t have learned to avoid the newly 
preferred biases. Humans are unpredictable, and 
we don’t know all possible uses of a motor vehicle  
(i.e., new ones continue to evolve as human ingenu-
ity expands). The same can be expected with AI—and 
even more so with GAI, for which we can expect com-
plex interactions of complex systems with emergent 
behaviors.

At best, all that can be done is to manage the likeli-
hood of events that we can anticipate. Developer firms 
have an obligation to be transparent about what they 
can reasonably foresee and, when possible, manage 
those risks responsibly. But there are limits to what 
they can do—both in terms of the costs of managing 
risks and the ability to actually prevent harms. Devel-
opers cannot prevent all harms; they should be held 
liable only for those that they could reasonably fore-
see and failed to manage adequately. There is little 
point in holding them accountable for outcomes they 
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could not reasonably foresee—as discussed above, 
doing so will have a chilling effect on innovation.

While AI developers stand to benefit financially 
from their innovations, over the fullness of time, the 
majority of benefits arising from new technologies 
accrue to end users and society—in the form of higher 
standards of living from advances nearly impossi-
ble to imagine at the outset. Historically, society has 
shared the risks with developers as new technologies 
are deployed, learned about, and improved. Some of 
those learnings lead to better regulations, but for the 
most part, the gains have outweighed the costs and 
end users have managed their risks of harm suffi-
ciently. Thus, end users must actively be part of the 
risk management activity, not just passive recipients 
(or victims) of its consequences.

Other US State Legislation. For completeness, this 
section considers the state laws passed in Colorado 
and those passed in California except one—SB-1047—
which was vetoed by the governor.86 In principle, 
both of these are constrained by the same limitations 
discussed for the EU AI Act and US federal arrange-
ments. Both derive considerably from the EU AI Act.

The Colorado act makes the same distinction 
between high-risk and other applications as the EU. 
Risk management provisions apply for high-risk 
applications, and disclosure applies for all applica-
tions. The obligations for deployers are more exten-
sive, requiring them to notify end users when actual 
decisions are made using AI.

The California acts and bills are also more exten-
sive than the EU act. As for Colorado, more extensive 
disclosure is required when AI is used for automated 
decision-making, and individuals will be allowed 
to opt out of solely AI-based decisions when feasi-
ble. Companies would be required to watermark all 
AI-generated content and make decoders available 
to verify AI content. Algorithmic discrimination is 
specifically targeted: Those who develop and deploy 
algorithms would be prohibited from using or mak-
ing available automated decision tools that result in 
algorithmic discrimination. Advanced AI applications 
would be tightly controlled, with a special regulatory 
division overseeing their development and training.

The Colorado act has been passed, albeit with the 
governor expressing reservations upon signing, urg-
ing the legislature to “fine tune the provisions and 
ensure that the final product does not hamper devel-
opment and expansion of new technologies in Col-
orado that can improve the lives of individuals.”87 
Controversially, the California governor vetoed 
SB-1047, sending it back to the senate, because it 
failed to take into account “whether an Al system is 
deployed in high-risk environments, involves criti-
cal decision-making or the use of sensitive data.” He 
asserted that while a California-specific set of regula-
tions might be warranted, “it must be based on empir-
ical evidence and science.”88 Consistent with the PP 
and safety regulation principles, uncertainty associ-
ated with a new technology is not sufficient to justify 
regulation without an assessment of both the risks 
and the benefits. 

In both cases, some have expressed concern that 
the provisions make the states comparatively less 
attractive for AI developers and deployers compared 
with states without explicit regulations—and that 
firms might migrate accordingly. This is of especial 
concern for some California legislators and firms, 
given the state economy’s reliance on innovation 
from Silicon Valley.89 Some advocates saw passing a 
state act as a means of putting pressure on the federal 
government to take explicit action. Neither appeared 
to be cognizant of the limitations of risk management 
in a context of uncertainty.

A Way Forward?

The preceding three sections have demonstrated 
that while risk management processes and regula-
tions may be suitable for narrowly defined applica-
tions, constrained populations, and cases in which 
increased precision rather than greater variety is the 
objective, these conditions do not apply to the devel-
opment and deployment of GAIs. Rather, the degree 
of uncertainty associated with these applications’ 
potential uses and the emergence of truly unexpected 
outcomes when complex GAIs interact with complex, 
poorly understood human systems suggests that, as 



26

REGULATING ARTIFICIAL INTELLIGENCE IN A WORLD OF UNCERTAINTY                            BRONWYN HOWELL     

identified above, the one certainty that exists is that 
we can expect unanticipated harms.

At best, one would hope that legislators and regula-
tors will explicitly recognize their limitations when it 
comes to regulating these applications to “keep peo-
ple safe” and “engender trust in AI.” This is not realis-
tic for GAIs. Instead, legislators and regulators should 
avoid taking actions that engender a false sense of 
assurance or safety in end users. This would be an 
irresponsible use of regulation.

Rather, some regulatory humility is required. At the 
least, legislators and regulators should ensure that the 
end user population is as educated as possible about 
the technologies and how to responsibly interact with 
them. Also, they should limit regulatory intervention 
to specific use cases in which there is some knowl-
edge of the interaction of complex human and AI sys-
tems (e.g., in medical research for the generation of 
new protein types), which may be more helpful in lim-
iting harm than overarching, generic AI rules.

A Societal Problem. When such great uncertainty 
exists, there is a real risk that regulatory arrange-
ments holding developers to account for outcomes 
that neither they nor anyone else could have fore-
seen will have a chilling effect on innovation. Society 
is the largest loser because when no one can predict 
whether an application will be benign or harmful, the 
risk is too great for the developer to take it to market. 
Extreme precaution is extremely harmful in terms 
of lost benefits; extreme caution by monitoring each 
and every step is also extremely costly, as costs are 
incurred in closely monitoring applications that did 
not need to be so closely observed, meaning the suc-
cessful applications cost substantially more to take to 
market than was necessary.

If society is a major beneficiary of the success-
ful applications, then a proportionate or just system 
would efficiently share the risks arising from uncer-
tainty among the parties concerned. As it stands in 
the EU, under the strict liability imposed in the EU 
AI Liability Directive, the presumption is that harms 
are the developer’s responsibility, unless it can be 
demonstrated that they have not been negligent. This 

applies to all high-, low-, and minimal-risk applica-
tions, even though the latter two face less rigorous 
regulatory obligations.

In the US, tort law developed from product-safety 
cases would likely similarly hold the developer 
accountable in the first instance, though the process 
of determining whether negligence occurred would 
be highly contentious. In effect, the status quo ante 
is that in both jurisdictions, in the event of harm, 
developers will be held guilty until proven innocent. 
Given the levels of uncertainty involved, the likeli-
hood of a developer being found liable will be some-
thing of a lottery.

If it is known in advance that this will be the likely 
outcome of harm inevitably occurring, then the rel-
evant question to address is not about apportioning 
liability or blame in the first instance but determin-
ing compensation for those harmed. I presume here 
that restitution will not likely be possible, because 
the harms caused will likely be irreversible. But that 
does not preclude the development of institutional 
arrangements to enable some form of redress.

Historically, in such circumstances, society has 
looked to insurance arrangements to manage the cost 
incurred by harm from truly unpredictable outcomes. 
Rather than holding motor vehicle manufacturers 
accountable for the harms to others from motorists’ 
accidental or deliberate misuse of the vehicle (which 
we cannot predict precisely in advance), we require 
motorists to purchase public liability insurance to pay 
compensation for harm when it occurs. The premi-
ums are paid by those in control of the vehicle. Motor 
vehicle manufacturers also purchase insurance (or 
are sufficiently large to self-insure) against the risks 
of unanticipated harm arising due to their design or 
manufacturing processes.

In this way, third parties are assured that if they 
are unlucky enough to be harmed, there will be com-
pensation available. In some arrangements, this 
compensation is made available to those harmed on 
a no-fault basis, ensuring harm can be compensated 
even though it may take time for legal proceedings 
to clarify which fund or individual should ultimately 
be liable.
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An Institutional Solution? Why, then, could an 
insurance arrangement not be contemplated for com-
pensating truly unexpected harms arising from the 
deployment of AI systems, particularly GAIs?

The immediate problem is that, in the short to 
medium term, the information necessary to price such 
arrangements is not available. It is constrained by the 
same uncertainty as the AI systems themselves. Pri-
vate markets will not develop to manage these risks 
(as they have for motor vehicles) until a sufficiently 
large number of incidents have occurred.

We see that at play even now in embryonic cyber-
security insurance markets. Despite some 30 years 
of experience in the use of open internet systems, 
the requisite information for pricing such contracts 
is still not satisfactory. In part, this is due to the 
high costs and low probabilities associated. It is also 
complicated by the environment constantly chang-
ing as new software platforms bring new vulnera-
bilities into play and human actors are constantly 
responding to the changes with increasingly innova-
tive responses.

However, such uncertainties have not prevented 
the development of insurance funds to compensate 
for losses due to other high-cost and low-probability 
events, such as earthquakes. New Zealand, for exam-
ple, has a state-owned and -managed insurance fund 
to address the risks of earthquake damage to land and 
other associated losses (over and above the damage 
to built infrastructure, which is expected to be cov-
ered by private insurance). Premiums paid into this 
fund are shared between the government and prop-
erty owners. Property owners pay via a levy collected 
through insurance premiums; government pays via an 
annually budgeted sum. A process is determined ex 
ante as to how the fund will be disbursed in the event 
of an earthquake.

While administrative processes to make the pay-
ments must be established after the event, as much 
certainty as possible is provided ex ante about 
access to the funds. This has the effect of reducing  
uncertainty for individuals when making deci-
sions about investing in businesses and homes in 
earthquake-prone locations. Without access to such 
insurance, it may prove too risky for investments 

to take place, and the New Zealand economy is the 
loser. The fund goes some way to manage the uncer-
tainties about harm from low-probability, high-cost 
earthquakes.

How might such a fund work in an AI environment? 
First, the fund’s costs should be shared between soci-
ety and application developers, not borne by appli-
cation developers alone. As the majority of benefits 
from successful AI systems will be nonmonetary ben-
efits or benefits to society that are difficult to quan-
tify, some of the risks of developing and deploying 
them must be borne by society. It is not just to impose 
the full cost onto developers.

Second, such a fund should not reduce developers’ 
responsibilities for taking due care given the current 
state of knowledge when bringing a new application 
to market. The fund should pay out only when it is 
demonstrated that all reasonable steps were taken to 
manage known risks.

Third, given the multinational application of 
AI systems, the fund’s administration must cross 
national boundaries. This suggests administra-
tion at an international rather than national level 
for the process of collecting premiums and making 
disbursements.  

Importantly, such a fund would free GAI devel-
opers from the need to constrain downstream uses 
of their applications to manage liability for unantic-
ipated uses, in the same manner as insurance frees 
motor vehicle manufacturers from responsibility for 
decisions taken by vehicle owners who cause harm to 
third parties.

Under current arrangements, GAI developers 
must manage for uses not anticipated when allow-
ing third parties to use and build on their applica-
tions. As long as they are likely to be held liable in 
the event of harm from these downstream uses, 
they are best protected by either maintaining devel-
opment in-house or maintaining strict contractual 
control over future uses. This will have distinctly 
chilling effects on competition and innovation. But 
with an insurance provision in place, so long as all 
due care is taken, the risks of liability are reduced. 
New uses will then occur (albeit with their develop-
ers also being liable to contribute to the fund), but 
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with the costs of downstream monitoring and com-
petition constraints reduced.90

I strongly recommend that such an insurance fund 
be investigated, if not in respect of all AIs collec-
tively, then at least in respect of specific AIs in spe-
cific contexts.

Transparency for Model Assessment. Given 
that it is impossible ex ante to know the outcomes 
of the intersection of GAIs and human systems, but 
also that expert knowledge is required to undertake 
assessment, then independent assessment of GAIs—
for example, by expert university laboratories—must 
be considered. While regulatory sandboxes provide 
some information, as their outcomes form part of a 
regulatory process, they cannot be truly independent. 
However, allowing universities and similar third par-
ties access to the models and the data on which they 
were trained will make it possible to test and assess 
the models and develop new tests and benchmarks 
for performance against safety and other objectives.

On the one hand, in a voluntary compliance con-
text, developers with little to fear will have no prob-
lem making such access available. Indeed, their 
doing so is an additional signal of the quality of their 
intentions and their confidence in the quality of 
their own processes. On the other hand, if such vol-
untary transparency is not forthcoming, then there 
may be some merit in considering whether regula-
tory provisions to make models and data available 
should be implemented.

Conclusion

This report has investigated how uncertainty affects 
the ability to effectively regulate AI systems and 
reduce potential harms.

The first section explored the distinction between 
risk and uncertainty. Whereas classical risk man-
agement requires the ability to define and quantify 
both the probability and occurrence of harm, in sit-
uations of uncertainty, neither of these can be ade-
quately defined or quantified, particularly in the 
case of GAIs. Management and decision-making 

under uncertainty differ from management and 
decision-making under risk. When faced with uncer-
tainty, humans tend to make simplifying biases that 
can lead to unsatisfactory outcomes. This includes 
substituting a problem for which answers or solu-
tion methods are known for the problem to which 
the answer is unknown and substituting regulations 
used for situations for which outcomes are predict-
able for those for which they are not.

The first section also identified complex and 
chaotic contexts in which we cannot assume that 
cause-and-effect relationships are known or under-
standable. In these contexts, regulation and manage-
ment strategies must consider that it is impossible to 
rely on thinking based on cause-and-effect relation-
ships. It is impossible to predict in advance what out-
comes will occur; at best, it may be possible to explain 
ex post what has occurred.

The second section explored the classic risk man-
agement systems historically used to govern product 
safety, assuming known and predictable scientific 
principles and a narrow range of identifiable sub-
jects. These situations have been largely applicable 
in the development of computer systems based on 
predictable scientific and engineering principles. 
This includes mathematically tractable systems 
known as “good, old-fashioned AI,” including most 
big-data models.

However, GAIs do not conform to the assumptions 
of classical risk management. Rather, they are char-
acterized by the intersection of complex AI systems, 
which have unknown and unpredictable outcomes, 
with complex human systems, which have unknow-
able and unpredictable outcomes. Historic risk man-
agement systems are unlikely to safeguard end users 
and society from unexpected harms.

The third section discussed the regulatory and 
governance arrangements for AI development and 
deployment in the EU and US and evaluated their abil-
ity to prevent the outcomes identified in the second 
section. The EU arrangements do not conform to clas-
sical risk management principles, in that only a hand-
ful of applications in high-risk use cases are required 
to undertake complete risk management activities. 
We should expect unexpected harms, especially in the 
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application of open-source models, which are exempt 
from most risk management obligations.

The US arrangements, although not mandatory, do 
follow standard risk management processes. Firms 
following the US guidelines will provide greater assur-
ances and harm reduction than those following the 
EU regulations. However, the costs of compliance will 
be higher. Neither set of arrangements is well suited 
to managing the unexpected outcomes arising from 
GAI deployment and use. Consequently, we should 
expect unexpected outcomes—and harms.

The fourth section outlines some measures that 
could enable the development and deployment of GAI 
models in as competitive and beneficial an environ-
ment as possible. First, regulators need to be honest 
about their limitations in regulating to prevent harm 
and engender confidence in AI systems. They should 
focus on educating end users and society about the 
AI environment and their role in managing personal 
exposure. However, there may also be some benefit in 
considering the extent to which GAI developers make 
their models and training data available to indepen-
dent third parties for evaluation.

If voluntary cooperation is not sufficient, man-
datory rules may be needed. However, given that we 
can expect unexpected harms, regulators should con-
sider establishing an insurance fund or funds and  
associated governance—potentially at an interna-
tional level—to enable compensation when inevi-
table harms arise. Such a fund, contributed to by all 
stakeholders—developers, users, and governments—
would spread the risks across all participants and 
ensure compensation is paid when harm arises.

With appropriate adjudication, developers and 
deployers can ensure they are not held liable if they 
have taken all possible measures given the state of 
knowledge at the time of deployment to avoid known 
risks. Such an arrangement would contribute to a 
more vibrant and competitive development environ-
ment, as opposed to arrangements in which develop-
ers alone are held responsible for outcomes in which 
it may prove difficult to assign responsibility. It would 
also provide assurances to end users and society not 
possible under regulatory arrangements alone.

Just as when the motor vehicle was first devel-
oped, we are on the cusp of a range of new technolo-
gies that will be equally or even more transformative. 
We can look to the past for guidance, but ultimately, 
we are going on a journey into the unknown. We 
need to know that we will face the unexpected. We 
must become more comfortable about knowing that 
human advancement comes from facing the unex-
pected when it occurs and learning from it. Not tak-
ing a journey because we cannot be assured that no 
harm will occur is to guarantee no progress is made.
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